Probability and Statistics 3(3-0) (PGP 1103)

Course Level:  
1

Course Credit: 
3CU
Description:
This is an introductory course in probability and statistics. It introduces the student to sample spaces, algebra of events, defines probability and gives its axioms. It also covers conditional probabilities, independence of events, Bayes’ theorem and application of combinatorial theory. In addition, random variables and probability distributions are studied. The course ends with introduction to the sampling theory and statistical inference.

Course Objectives

· The objectives of the course are:

· To identify common distributions and their applications.

· To lay a foundation for advanced study in probability and statistics.

· To make inference on the mean of a normal distribution.

· To use computers to model these distributions

Course Outline

	Content
	Hours 

	Probability Spaces.
Statistical experiments, Sample Space, Events, operations of set theory, Axiomatic definition of probability, computing probabilities,: counting methods, usage of results in combinatorial theory in determining probabilities of events; Conditional probability, multiplicative rule, independence and mutually exclusive events. Bayes’ Theorem.
	15

	Random Variables.
Concept of a random variables, discrete random variables, continuous random variables, the cumulative distribution function. The mean and variance of a random variable. Mean and variance of a function of a random variable.
	10

	Common continuous distributions.
The uniform distribution, The exponential and chi-square distribution, The normal distribution, the standard normal , areas under the normal curve, applications, normal approximation to the Binomial and Poisson.
	10

	Sampling Theory

Survey sampling: why sampling, simple random sampling including a practical example on how to construct a simple random sample. Stratified random sampling, systematic sampling and cluster sampling. Sampling distribution of the mean, including the standard error of the sampling distribution of the mean, practical applications.
	15

	Methods of Statistical Inference.

Parameters estimation: point and interval estimation of the mean of normal distribution: One sample case. Hypothesis testing.
	10


Mode of Delivery:

This course is mainly lecture based, with occasional tutorials to allow for student-lecturer interaction and solving problems together.

Assessment

	Assignments, exercises and tests 
	30%

	Final examination
	70%


Reading list

The reading list will include but is not limited to the following texts:

· Ross, W. (2008) Introduction to Probability and Statistics for Engineers and Scientists. Elsevier
· WALPOLE, R.E. (1990). Introduction to Statistics, 3rd Edition, Macmillan Publishing Co.,Inc. New York.

· LAWSON, W, HUBBARD, S. AND PUGH, P. Mathematics and Statistics for Business, Longman Scientific and technical.

· LARSEN R. J. & MARX M. L., (1986). An Introduction to Mathematical Statistics and its Applications 2nd ed. Prentice Hall.

· FREUND J. E. & WALPOLE, R. E., (1992). Mathematical Statistics. 5th edition. Prentice Hall, Englewood Cliffs, New Jersey

· RAO & SINHARAY.l (2006) Handbook of Statistics, Psychometrics. J. Wiley
